The previous chapter discussed ways to improve a parameterized policy through gradient information estimated from rollouts. This chapter introduces actor-critic methods, which use an estimate of a value function to help direct the optimization. The actor, in this context, is the policy, and the critic is the value function. Both are trained in parallel. We will discuss several methods that differ in whether they approximate the value function, advantage function, or action value function. Most focus on stochastic policies, but we will also discuss one method that supports deterministic policies that output continuous actions. Finally, we will discuss a way to incorporate an online method for generating more informative trajectories for training the actor and critic.

13.1 Actor-Critic

In actor-critic methods, we have an actor represented by a policy $\pi_\theta$ parameterized by $\theta$ with the help of a critic that provides an estimate of the value function $U_\phi(s)$, $Q_\phi(s,a)$, or $A_\phi(s,a)$ parameterized by $\phi$. We will start this chapter with a simple actor-critic approach where the optimization of $\pi_\theta$ is done through gradient ascent with the gradient of our objective being the same as in equation (11.44):

$$\nabla U(\theta) = \mathbb{E}_\tau \left[ \sum_{k=1}^{d} \nabla _{\theta} \log \pi_\theta (a^{(k)} | s^{(k)}) \gamma^{k-1} A_\theta (s^{(k)}, a^{(k)}) \right]$$

(13.1)

The advantage when following a policy parameterized by $\theta$ can be estimated using a set of observed transitions from $s$ to $s'$ with reward $r$:

$$A_\theta(s,a) = \mathbb{E}_{r,s'} [ r + \gamma U^{\pi_\theta}(s') - U^{\pi_\theta}(s) ]$$

(13.2)
The $r + \gamma U^{\pi_{\theta}}(s') - U^{\pi_{\theta}}(s)$ inside the expectation is referred to as the *temporal difference residual*.

The critic allows us to estimate the true value function $U^{\pi_{\theta}}$ when following $\pi_{\theta}$, resulting in the following gradient for the actor:

$$
\nabla U(\theta) \approx \mathbb{E}_\tau \left[ \sum_{k=1}^{d} \nabla_{\theta} \log \pi_{\theta}(a^{(k)} \mid s^{(k)}) \gamma^{k-1} \left( r^{(k)} + \gamma U_{\phi}(s^{(k+1)}) - U_{\phi}(s^{(k)}) \right) \right] \quad (13.3)
$$

This expectation can be estimated through rollout trajectories as done in chapter 11.

The critic is also updated through gradient optimization. We want to find a $\phi$ that minimizes our loss function:

$$
\ell(\phi) = \frac{1}{2} \mathbb{E}_s \left[ (U_{\phi}(s) - U^{\pi_{\theta}}(s))^2 \right] \quad (13.4)
$$

To minimize this objective, we can take steps in the opposite direction of the gradient:

$$
\nabla \ell(\phi) = \mathbb{E}_s \left[ (U_{\phi}(s) - U^{\pi_{\theta}}(s)) \nabla_{\phi} U_{\phi}(s) \right] \quad (13.5)
$$

Of course, we do not know $U^{\pi_{\theta}}$ exactly, but it can be estimated using the reward-to-go along rollout trajectories, resulting in

$$
\nabla \ell(\phi) = \mathbb{E}_\tau \left[ \sum_{k=1}^{d} \left( U_{\phi}(s^{(k)}) - r_{\text{to-go}}^{(k)} \right) \nabla_{\phi} U_{\phi}(s^{(k)}) \right] \quad (13.6)
$$

where $r_{\text{to-go}}^{(k)}$ is the reward-to-go at step $k$ in a particular trajectory $\tau$.

Algorithm 13.1 shows how to estimate $\nabla U(\theta)$ and $\nabla \ell(\phi)$ from rollouts. With each iteration, we step $\theta$ in the direction of $\nabla U(\theta)$ to maximize utility, and we step $\phi$ in the opposite direction of $\nabla \ell(\phi)$ to minimize our loss. This approach can become unstable due to the dependency between the estimation of $\theta$ and $\phi$, but this approach has worked well for a variety of problems. It is common practice to update the policy more frequently than the value function to improve stability.\(^1\)

### 13.2 Generalized Advantage Estimation

*Generalized advantage estimation* (algorithm 13.2) is an actor-critic method that uses a more general version of the advantage estimate shown in equation (13.2) that allows us to balance between bias and variance.\(^2\) Approximation with the

\(^1\) The implementations in this chapter can easily be adapted to only update the value function for some subset of the iterations that the policy is updated.

Algorithm 13.1. A basic actor-critic method for computing both a policy gradient and a value function gradient for an MDP \( \mathcal{P} \) with initial state distribution \( \mathbf{b} \). The policy \( \pi \) is parameterized by \( \theta \) and has a log-gradient \( \nabla \log \pi \). The value function \( U \) is parameterized by \( \phi \) and the gradient of its objective function is \( \nabla U \). This method runs \( m \) rollouts to depth \( d \). The results are used to update \( \theta \) and \( \phi \). The policy parameterization is updated in the direction of \( \nabla \log \pi \) to maximize the expected value, whereas the value function parameterization is updated in the negative direction of \( \nabla U \) to minimize the value loss.

### 13.2. Generalized Advantage Estimation

A temporal difference residual has low variance but introduces bias due to a potentially inaccurate \( U_\Phi \) used to approximate \( U^{\pi_\theta} \). An alternative is to replace \( r + \gamma U^{\pi_\theta}(s') \) with the sequence of rollout rewards \( r_1, \ldots, r_d \):

\[
A_\theta(s,a) = \mathbb{E}_{r_1,\ldots,r_d} \left[ r_1 + \gamma r_2 + \gamma^2 r_3 + \cdots + \gamma^{d-1} r_d - U^{\pi_\theta}(s) \right] 
\]

\[
= \mathbb{E}_{r_1,\ldots,r_d} \left[ -U^{\pi_\theta}(s) + \sum_{\ell=1}^{d} \gamma^{\ell-1} r_{\ell} \right] \tag{13.7}
\]

We can obtain an unbiased estimate of the expectation above through rollout trajectories as done in the policy gradient estimation methods (chapter 11). However, the estimate is high-variance, meaning we need many samples to arrive at an accurate estimate.

The approach taken by generalized advantage estimation is to balance between these two extremes of using temporal difference residuals and full rollouts. We define \( \hat{A}^{(k)} \) to be the advantage estimate obtained from \( k \) steps of a rollout and
the utility associated with the resulting state $s'$:

$$
\hat{A}^{(k)}(s, a) = \mathbb{E}_{r_1, \ldots, r_k, s'} \left[ r_1 + \gamma r_2 + \cdots + \gamma^{k-1} r_k + \gamma^k U^\pi_\theta(s') - U^\pi_\theta(s) \right] 
$$

(13.9)

$$
= \mathbb{E}_{r_1, \ldots, r_d, s'} \left[ -U^\pi_\theta(s) + \gamma^k U^\pi_\theta(s') + \sum_{\ell=1}^{k} \gamma^{\ell-1} r_\ell \right] 
$$

(13.10)

An alternative way to write $\hat{A}^{(k)}$ is in terms of an expectation over temporal difference residuals. We can define

$$
\delta_t = r_t + \gamma U(s_{t+1}) - U(s_t) 
$$

(13.11)

where $s_t$, $r_t$, and $s_{t+1}$ are the state, reward, and subsequent state along a sampled trajectory and $U$ is our value function estimate. Then,

$$
\hat{A}^{(k)}(s, a) = \mathbb{E} \left[ \sum_{\ell=1}^{k} \gamma^{\ell-1} \delta_\ell \right] 
$$

(13.12)

Instead of committing to a particular value for $k$, generalized advantage estimation introduces a parameter $\lambda \in [0, 1]$ that provides an exponentially weighted average of $\hat{A}^{(k)}$ for $k$ ranging from 1 to $d$:

3 The exponentially weighted average of a series $x_1, x_2, \ldots$ is $(1 - \lambda)(x_1 + \lambda x_2 + \lambda^2 x_3 + \cdots)$.

$$
\hat{A}^{GAE}(s, a) \big|_{d=1} = \hat{A}^{(1)} 
$$

(13.13)

$$
\hat{A}^{GAE}(s, a) \big|_{d=2} = (1 - \lambda) \hat{A}^{(1)} + \lambda \hat{A}^{(2)} 
$$

(13.14)

$$
\hat{A}^{GAE}(s, a) \big|_{d=3} = (1 - \lambda) \hat{A}^{(1)} + \lambda (1 - \lambda) \hat{A}^{(2)} + \lambda^2 \hat{A}^{(3)} 
$$

(13.15)

$$
= (1 - \lambda) \hat{A}^{(1)} + \lambda (1 - \lambda) \hat{A}^{(2)} + \lambda^2 \hat{A}^{(3)} 
$$

(13.16)

$$
\vdots
$$

$$
\hat{A}^{GAE}(s, a) = (1 - \lambda) \left( \hat{A}^{(1)} + \lambda \hat{A}^{(2)} + \lambda^2 \hat{A}^{(3)} + \cdots + \lambda^{d-2} \hat{A}^{(d-1)} \right) + \lambda^{d-1} \hat{A}^{(d)} 
$$

(13.17)

For an infinite horizon, the generalized advantage estimate simplifies to
\[ \hat{A}^{\text{GAE}}(s,a) = (1 - \lambda) \left( \hat{A}^{(1)} + \lambda \hat{A}^{(2)} + \lambda^2 \hat{A}^{(3)} + \cdots \right) \]
\[ = (1 - \lambda) \left( \delta_1 \left( 1 + \lambda + \lambda^2 + \cdots \right) + \gamma \delta_2 \left( \lambda + \lambda^2 + \cdots \right) + \gamma^2 \delta_3 \left( \lambda^2 + \cdots \right) + \cdots \right) \]
\[ = (1 - \lambda) \left( \delta_1 \frac{1}{1 - \lambda} + \gamma \delta_2 \frac{\lambda}{1 - \lambda} + \gamma^2 \delta_3 \frac{\lambda^2}{1 - \lambda} + \cdots \right) \]
\[ = \mathbb{E} \left[ \sum_{k=1}^{\infty} (\gamma \lambda)^{k-1} \delta_k \right] \]

We can tune the parameter \( \lambda \) to balance between bias and variance. If \( \lambda = 0 \), then we have the high-bias, low-variance estimate for the temporal difference residual from the previous section. If \( \lambda = 1 \), we have the unbiased full rollout with increased variance. Figure 13.1 demonstrates the algorithm with different values for \( \lambda \).

The generalized advantage estimation for computing both a policy gradient and a value function gradient for an MDP \( \mathcal{P} \) with initial state distribution \( b \). The policy is parameterized by \( \theta \) and has a log-gradient \( \nabla \log \pi \). The value function \( U \) is parameterized by \( \phi \) and has a gradient \( \nabla U \). This method runs \( m \) rollouts to depth \( d \). The generalized advantage is computed with exponential weighting \( \lambda \) using equation (13.21) with a finite horizon. The implementation here is a simplified version of what was presented in the original paper, which included aspects of trust regions when taking steps.

```python
struct GeneralizedAdvantageEstimation
    \( \mathcal{P} \) # problem
    b # initial state distribution
    d # depth
    m # number of samples
    \( \nabla \log \pi \) # gradient of log likelihood \( \nabla \log \pi(\theta,a,s) \)
    U # parameterized value function \( U(\phi,s) \)
    \( \nabla U \) # gradient of value function \( \nabla U(\phi,s) \)
    \( \lambda \) # weight \( \in [0,1] \)
end

function gradient(M::GeneralizedAdvantageEstimation, \( \pi, \theta, \phi \))
    \( \mathcal{P}, b, d, m, \nabla \log \pi = M.\mathcal{P}, M.b, M.d, M.m, M.\nabla \log \pi \), \( U, \nabla U, \gamma, \lambda = M.U, M.\nabla U, M.\mathcal{P}, \gamma, M.\lambda \)
    \( \pi(\theta) = \pi(\theta, s) \)
    \( R(\tau, j) = \sum (r \cdot \gamma^{(k-1)} \text{ for } (k, (s, a, r)) \text{ in enumerate}(\tau[j:end])) \)
    \( \delta(\tau, j) = \tau[j][3] + \gamma \cdot U(\phi, \tau[j+1][1]) - U(\phi, \tau[j][1]) \)
    \( A(\tau, j) = \sum ((\gamma \cdot \lambda)^{j-1} \cdot \delta(\tau, j+\ell-1) \text{ for } \ell \text{ in } 1:d-j) \)
    \( \nabla \theta(\tau) = \sum (\nabla \log \pi(\theta, a, s) \cdot A(\tau, j) \cdot \gamma^{(j-1)}) \) for \( (j, (s, a, r)) \text{ in enumerate}(\tau[1:end-1]) \)
    \( \nabla \phi(\tau) = \sum ((U(\phi, s) - R(\tau, j)) \cdot \nabla U(\phi, s)) \) for \( (j, (s, a, r)) \text{ in enumerate}(\tau) \)
    trajs = [simulate(\( \mathcal{P} \), rand(b), \( \pi(\theta), d \) \text{ for } i \in 1:m] \)
    return mean(\( \nabla \theta(\tau) \text{ for } \tau \text{ in trajs} \)), mean(\( \nabla \phi(\tau) \text{ for } \tau \text{ in trajs} \))
end
```
figure 13.1. A comparison of basic actor-critic to generalized advantage estimation on the simple regulator problem with $\gamma = 0.9$, a Gaussian policy $\pi_\theta(s) = \mathcal{N}(\theta_1 s, \theta_2^2)$, and an approximate value function $U_\phi(s) = \phi_1 s + \phi_2 s^2$. We find that generalized advantage estimation is more efficiently able to approach well-performing policy and value function parameterizations. (Recall that the optimal policy parameterization is $[-1, 0]$ and the optimal value function parameterization is near $[0, -0.7]$.)

13.3 Deterministic Policy Gradient

The deterministic policy gradient approach involves optimizing a deterministic policy $\pi_\theta(s)$ that produces continuous actions with the help of a critic in the form of a parameterized action value function $Q_\phi(s, a)$. As with the actor-critic methods we discussed so far, we define a loss function with respect to the parameterization $\phi$:

$$\ell(\phi) = \frac{1}{2} \mathbb{E}_{s, a, r, s'} \left[ (r + \gamma Q_\phi(s', \pi_\theta(s')) - Q_\phi(s, a))^2 \right]$$  \hspace{1cm} (13.22)

where the expectation is over the experience tuples generated by rollouts of $\pi_\theta$. This loss function attempts to minimize the residual of $Q_\phi$, similar to how the actor-critic method in the first section tried to minimize the residual of $U_\phi$.

Similar to the other methods, we update $\phi$ by taking a step in the opposite direction of the gradient:

$$\nabla \ell(\phi) = \mathbb{E}_{s, a, r, s'} \left[ (r + \gamma Q_\phi(s', \pi_\theta(s')) - Q_\phi(s, a)) \left( \gamma \nabla_\phi Q_\phi(s', \pi_\theta(s')) - \nabla_\phi Q_\phi(s, a) \right) \right]$$  \hspace{1cm} (13.23)
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We thus need a differentiable parameterized action value function from which we can compute $\nabla_{\phi} Q_{\Phi}(s,a)$, such as a neural network.

For the actor, we want to find a $\theta$ that maximizes

$$U(\theta) = \mathbb{E}_{s \sim b_{\gamma,0}} [Q_{\Phi}(s, \pi_{\theta}(s))]$$

where the expectation is over the states from the discounted visitation frequency when following $\pi_{\theta}$. Again, we can use gradient ascent to optimize $\theta$ with the gradient given by

$$\nabla U(\theta) = \mathbb{E}_{s} \left[ \nabla_{\theta} Q_{\Phi}(s, \pi_{\theta}(s)) \right]$$

$$= \mathbb{E}_{s} \left[ \nabla_{\theta} \pi_{\theta}(s) \nabla_{a} Q_{\Phi}(s,a) |_{a = \pi_{\theta}(s)} \right]$$

Here, $\nabla_{\theta} \pi_{\theta}(s)$ is a Jacobian matrix whose $i$th column is the gradient with respect to the $i$th action dimension of the policy under the parameterization $\theta$. An example for this term is given in example 13.1. The gradient $\nabla_{a} Q_{\Phi}(s,a) |_{a = \pi_{\theta}(s)}$ is a vector that indicates how much our estimated action value changes as we perturb the action given by our policy at state $s$. In addition to the Jacobian, we also need to supply this gradient in order to use this method.

Consider the following deterministic policy for a two-dimensional action space and a one-dimensional state space:

$$\pi_{\theta}(s) = \begin{bmatrix} \theta_1 + \theta_2 s + \theta_3 s^2 \\ \theta_1 + \sin(\theta_4 s) + \cos(\theta_5 s) \end{bmatrix}$$

The matrix $\nabla_{\theta} \pi_{\theta}(s)$ then has the form:

$$\nabla_{\theta} \pi_{\theta}(s) = \begin{bmatrix} \nabla_{\theta} \pi_{\theta}(s) |_{a_1} \\ \nabla_{\theta} \pi_{\theta}(s) |_{a_2} \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ s & 0 \\ s^2 & 0 \\ \cos(\theta_4 s) & 0 \\ 0 & -\sin(\theta_5 s) \end{bmatrix}$$

As with the other actor-critic methods, we perform gradient descent on $\ell(\Phi)$ and gradient ascent on $U(\theta)$. For this approach to work in practice, a few additional techniques are needed. One is to generate experiences from a stochastic...
policy to allow for better exploration. It is often adequate to simply add zero-mean Gaussian noise to actions generated by our deterministic policy $\pi_\theta$ as done in algorithm 13.3. To encourage stability when learning $\theta$ and $\phi$, we can use experience replay.\(^5\)

An example of this method and the effect of $\sigma$ on performance is given in example 13.2.

```markdown
struct DeterministicPolicyGradient
  $\mathcal{P}$  # problem
  $b$      # initial state distribution
  $d$      # depth
  $m$      # number of samples
  $\nabla \pi$  # gradient of deterministic policy $\pi(\theta, s)$
  $Q$      # parameterized value function $Q(\phi, s, a)$
  $\nabla Q\phi$  # gradient of value function with respect to $\phi$
  $\nabla Qa$  # gradient of value function with respect to $a$
  $\sigma$  # policy noise
end

function gradient($M::$DeterministicPolicyGradient, $\pi, \theta, \phi$)
  $\mathcal{P}, b, d, m, \nabla \pi = M.\mathcal{P}, M.b, M.d, M.m, M.\nabla \pi$
  $Q, \nabla Q\phi, \nabla Qa, \sigma, \gamma = M.Q, M.\nabla Q\phi, M.\nabla Qa, M.\sigma, M.\gamma$
  $\pi_{\text{rand}}(s) = \pi(\theta, s) + \sigma * \text{randn}(1)*\gamma$
  $\nabla \mathcal{U}(\tau) = \text{sum}(\nabla \pi(\theta, s) * \nabla Qa(\phi, s, \pi(\theta, s)) * \gamma^{(j-1)} \text{ for } (j, (s, a, r))$\$
  \text{in \text{enumerate}(\tau))}$
  $\nabla \phi(\tau, j) = \begin{align*}
  s, a, r & = \tau[j] \\
  s' & = \tau[j+1][1] \\
  a' & = \pi(\theta, s') \\
  \delta & = r + \gamma * Q(\phi, s', a') - Q(\phi, s, a) \\
  \text{return } \delta * (\gamma * \nabla Qa(\phi, s', a') - \nabla Q\phi(\phi, s, a))
  \end{align*}$
end

$\nabla \phi(\tau) = \text{sum}(\nabla \phi(\tau, j) \text{ for } j \in 1: \text{length}(\tau)-1)$

$\text{trajs} = \left[ \text{simulate}(\mathcal{P}, \text{rand}(b), \pi_{\text{rand}}, d) \text{ for } i \in 1:m \right]$

return $\text{mean}(\nabla \mathcal{U}(\tau) \text{ for } \tau \text{ in } \text{trajs})$

end
```

Algorithm 13.3. The deterministic policy gradient method for computing a policy gradient $\nabla \theta$ for a deterministic policy $\pi$ and a value function gradient $\nabla \phi$ for a continuous action MDP $\mathcal{P}$ with initial state distribution $b$. The policy is parameterized by $\theta$ and has a gradient $\nabla \pi$ that produces a matrix where each column is the gradient with respect to that continuous action component. The value function $Q$ is parameterized by $\phi$ and has a gradient $\nabla Q\phi$ with respect to the parameterization and gradient $\nabla Qa$ with respect to the action. This method runs $m$ rollouts to depth $d$, and performs exploration using 0-mean Gaussian noise with standard deviation $\sigma$.

### 13.4 Actor-Critic with Monte Carlo Tree Search

We can extend concepts from online planning (??) to the actor-critic setting in which we improve a parameterized policy $\pi_\theta(a \mid s)$ and a parameterized value function $U_\phi(s)$.\(^6\) This section discusses the application of Monte Carlo tree search (section 9.6) to learning a stochastic policy with a discrete action space. We use


\(^6\) Deterministic policy gradient used $Q_\phi$, but this approach uses $U_\phi$ like the other actor-critic methods discussed in this chapter.
Consider applying the deterministic policy gradient algorithm to the simple regulator problem. Suppose we use a simple parameterized deterministic policy $\pi_\theta(s) = \theta_1$ and the parameterized state-action value function:

$$Q_\phi(s,a) = \phi_1 + \phi_2 s + \phi_3 s^2 + \phi_4 (s + a)^2$$

Below we plot a progression of the deterministic policy gradient algorithm starting with $\theta = [0]$ and $\phi = [0, 1, 0, -1]$ for different values of $\sigma$. Each iteration was run with 5 rollouts to depth 10 with $\gamma = 0.9$.

For this simple problem, the policy quickly converges to optimality nearly irrespective of $\sigma$. However, if $\sigma$ is either too small or too large, the value function takes longer to improve. In the case of very small values of $\sigma$, our policy conducts insufficient exploration from which to effectively learn the value function. For larger values of $\sigma$ we explore more, but also tend to make poor move choices more frequently.
our parameterized policy and value function to guide Monte Carlo tree search, and we use the results from Monte Carlo tree search to refine our parameterized policy and value function. As with the other actor critic methods, we apply gradient-based optimization of $\theta$ and $\phi$.

As we perform Monte Carlo tree search, we want to direct our exploration to some extent by our parameterized policy $\pi_\theta(a \mid s)$. One approach is to use an action that maximizes the probabilistic upper confidence bound:

$$a = \arg\max_a Q(s, a) + c \pi_\theta(a \mid s) \frac{\sqrt{N(s)}}{1 + N(s, a)}$$

where $Q(s, a)$ is the action value estimated through the tree search, $N(s, a)$ is the visit count as discussed in section 9.6, and $N(s) = \sum_a N(s, a)$.

After running tree search, we can use the statistics that we collect to obtain $\pi_{\text{MCTS}}(a \mid s)$. One way to define this is in terms of the counts:

$$\pi_{\text{MCTS}}(a \mid s) \propto N(s, a)^\eta$$

where $\eta \geq 0$ is a hyperparameter that controls the greediness of the policy. If $\eta = 0$, then $\pi_{\text{MCTS}}$ will generate actions at random. As $\eta \to \infty$, it will select the action that was selected the most from that state.

In our optimization of $\theta$, we want our model $\pi_\theta$ to match what we obtain through Monte Carlo tree search. One loss function that we can define is the expected cross entropy of $\pi_\theta(\cdot \mid s)$ relative to $\pi_{\text{MCTS}}(\cdot \mid s)$:

$$\ell(\theta) = -\mathbb{E}_s \left[ \sum_a \pi_{\text{MCTS}}(a \mid s) \log \pi_\theta(a \mid s) \right]$$

where the expectation is over states experienced during the tree exploration. The gradient is

$$\nabla \ell(\theta) = -\mathbb{E}_s \left[ \sum_a \frac{\pi_{\text{MCTS}}(a \mid s)}{\pi_\theta(a \mid s)} \nabla_\theta \pi_\theta(a \mid s) \right]$$

To learn $\phi$, we define a loss function in terms of a value function generated during the tree search:

$$U_{\text{MCTS}}(s) = \max_a Q(s, a)$$

which is defined at least at the states that we explore during tree search. The loss function aims to make $U_\phi$ agree with the estimates from the tree search:

$$\ell(\phi) = \frac{1}{2} \mathbb{E}_s \left[ (U_\phi(s) - U_{\text{MCTS}}(s))^2 \right]$$
The gradient is
\[ \nabla \ell(\phi) = \mathbb{E}_s \left[ (U_{\phi}(s) - U_{\text{MCTS}}(s)) \nabla U_{\phi}(s) \right] \] (13.33)

Like the actor-critic method in the first section, we need to be able to compute the gradient of our parameterized value function.

After performing some number of Monte Carlo tree search simulations, we update \( \theta \) by stepping in the direction opposite to \( \nabla \ell(\theta) \) and \( \phi \) by stepping in the direction opposite to \( \nabla \ell(\phi) \).\(^\text{10}\)

13.5 Summary

- In actor-critic methods, an actor attempts to optimize a parameterized policy with the help of a critic that provides a parameterized estimate of the value function.

- Generally, actor-critic methods use gradient-based optimization to learn the parameters of both the policy and value function approximation.

- The basic actor-critic method uses a policy gradient for the actor and minimizes the squared temporal difference residual for the critic.

- The generalized advantage estimate attempts to reduce the variance of its policy gradient at the expense of some bias by accumulating temporal difference residuals across multiple time steps.

- The deterministic policy gradient can be applied to problems with continuous action spaces and uses a deterministic policy actor and an action value critic.

- Online methods such as Monte Carlo tree search can be used to direct the optimization of the policy and value function estimate.

13.6 Exercises

**Exercise 13.1.** Consider applying Q-Learning with function approximation to a problem with a continuous action space by discretizing the action space. Suppose the continuous action space is in \( \mathbb{R}^n \), such as a robot with \( n \) actuators, and each dimension is discretized into \( m \) intervals. How many actions are in the resulting discrete action space? Is Q-Learning with functional approximation well-suited for use in continuous problems with many dimensions?

\(^{10}\) The AlphaGo Zero implementation uses a single neural network to represent both the value function and the policy instead of independent parameterizations as discussed in this section. The gradient used to update the network parameters is a mixture of equations (13.30) and (13.33). This enhancement significantly reduces evaluation time and feature learning time.
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Solution: An action space with \( n \) dimensions and \( m \) intervals per dimension results in \( m^n \) discrete actions. The number of discrete actions increases exponentially in \( n \). Even if \( m \) is small, larger values of \( n \) can quickly result in very high action counts. Hence, Q-Learning with function approximation is not well-suited for use on continuous problems with many action dimensions.

Exercise 13.2. Would the actor-critic method with Monte Carlo tree search as presented in section 13.4 be a good method for solving the cart-pole problem (appendix F.3)?

Solution: The Monte Carlo tree search expands a tree based on visited states. The cart-pole problem has a continuous state space, leading to a search tree with an infinite branching factor. Use of this algorithm would require adjusting the problem, such as discretizing the state space.

Exercise 13.3. In the following expressions of advantage functions, determine which ones are correct and explain what they are referring to:

(a) \( \mathbb{E}_{r,s'} [r + \gamma U^\pi_\theta (s) - U^\pi_\theta (s')] \)
(b) \( \mathbb{E}_{r,s'} [r + \gamma U^\pi_\theta (s') - U^\pi_\theta (s)] \)
(c) \( \mathbb{E}_{r_1,d,s'} [-U^\pi_\theta (s) + \gamma^k U^\pi_\theta (s') + \sum_{\ell=1}^k \gamma^{l-1} r_1] \)
(d) \( \mathbb{E}_{r_1,d,s'} [-U^\pi_\theta (s) + \gamma U^\pi_\theta (s') + \sum_{\ell=1}^k \gamma^{l-1} r_1] \)
(e) \( \mathbb{E} [-U^\pi_\theta (s) + \sum_{\ell=1}^d \gamma^{l-1} r_1] \)
(f) \( \mathbb{E} [-\gamma U^\pi_\theta (s') + \sum_{\ell=1}^{d+1} \gamma^{l-1} r_1] \)
(g) \( \mathbb{E} \left[ \sum_{\ell=1}^k \gamma^{l-1} \delta_{l-1} \right] \)
(h) \( \mathbb{E} \left[ \sum_{\ell=1}^k \gamma^{l-1} \delta_l \right] \)
(i) \( \mathbb{E} \left[ \sum_{k=1}^\infty (\gamma \lambda)^{k-1} \delta_k \right] \)
(j) \( \mathbb{E} \left[ \sum_{k=1}^\infty (\lambda)^{k-1} \delta_k \right] \)

Solution: The following table lists the correct expressions:
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(b) Advantage with temporal difference residual
(c) Advantage estimate after \( k \)-step rollouts
(e) Advantage with the sequence of rollout rewards
(h) Advantage estimate with temporal difference residuals
(i) Generalized advantage estimate

Exercise 13.4. What are the benefits of using a temporal difference residual over a sequence of rollout rewards and vice-versa?

Solution: Approximation using a temporal difference residual is more computationally efficient than using a sequence of rollouts. Temporal difference residual approximation has low variance but high bias due to using the critic value function \( U_\Phi \) as an approximator of the true value function \( U_\pi \). On the other hand, rollout approximation has high variance but is unbiased. Obtaining an accurate estimate using a temporal difference residual approximation typically requires far fewer samples than when using a rollout approximation, at the cost of introducing bias into our estimate.

Exercise 13.5. Consider the action value function given in example 13.2, \( Q_\Phi(s,a) = \phi_1 + \phi_2 s + \phi_3 s^2 + \phi_4 (s + a)^2 \). Calculate the gradients required for the deterministic policy gradient approach.

Solution: We need to calculate two gradients. For the actor we need to compute \( \nabla_\phi Q_\Phi(s,a) \), while for the critic we need to compute \( \nabla_a Q_\Phi(s,a) \).

\[
\nabla_\phi Q(s,a) = \left[ 1, s, s^2, (s + a)^2 \right]
\]

\[
\nabla_a Q(s,a) = 2\phi_4 (s + a)
\]